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2. Previous Works: Multiple Instance Learning (MIL)

➢ Does not explicitly enforce annotation constraint - Each image-level 

annotation should have at least one corresponding region proposal

➢ Does not model uncertainty in the annotations

4. Architecture 7. Experiments  and  Results

6. Optimization

Standard Deep Approach: Approximates MIL Objective[1]

3. Overview

Two separate distributions for two tasks[6,7]:
1. A prediction distribution that models probability of bounding box 

labels y given the input image x

2. A conditional distribution that models the probability of bounding 

box labels y under the constraint that they are compatible with the 

annotation a

Ideally, the two distributions must match exactly

8. References

Task specific loss function:

We use 0 − 1 loss for Δ𝑐𝑙𝑠 and smoothL1 for Δ𝑙𝑜𝑐. 𝒓1
(𝑖)

and 𝒓2
(𝑖)

are the region 

proposal box corresponding to 𝒚1
(𝑖)

and 𝒚2
(𝑖)

respectively.

Training: Iterative training

• Fix one network and update the other network using SGD until convergence
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Visualization

1. Aim
Localize objects with only image-level annotations at training time

5. Modeling Conditional Distribution

Tasks:
1. During inference, perform object detection

2. During training, model uncertainty over the bounding boxes such that 

it leverages the image-level annotations
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Objective: Enforce annotation constraint

Overall Objective: Dissimilarity Coefficient Loss

Prediction Net

𝜽𝑝 are the network 

parameters

Conditional Net

𝜽𝑐 are the network 
parameters
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